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Abstract
In real-world applications terrains play a cardinal role in the field of games and geospatial applications such as Geographic
Information Systems (GIS). The textures of a terrain are essential for creating virtual photorealistic environments for users. In
many cases, the entire texture of a region is not available in high resolution or is much smaller than the required texture to
cover a terrain. Tiling of a texture across a terrain or using an enlarged version of it usually fails to provide an acceptable
photorealistic result. Consequently, high quality texture synthesis is a central issue in such settings. In this paper, we explore a
novel methodology that extends previous work providing both synthesis and expansion/shrinkage of a texture.

1. Introduction

The general objective of texture synthesis is to generate new syn-
thesized textures. Simple methods of texturing such as tiling and re-
sizing of the initial texture usually fail to cover a surface with visu-
ally acceptable results. This is illustrated in Fig.1, in which we ob-
serve that tiling causes discontinuity problems and resizing/scaling
enhances aliasing. Example-based texture synthesis has introduced

Figure 1: Left: Original texture. Middle: Tiling. Right: Resizing.

significant improvements in this field of research by taking advan-
tage of feature space mapping across the layers of neural networks.

In this paper, we propose an alternative to [GEB15] in which a
larger texture is generated by using the Gram Matrix representa-
tions of features in every layer of a Convolutional Neural Network
(CNN). To this end, we have observed that Gram Matrices are not
filter-size dependent but their size is determined solely by the net-
work structure. Consequently, we are able to use two pretrained
CNNs that attempt to converge to an acceptable resemblance level
of two forwarded images that are not of equal size.

2. Related Work

There are many approaches to synthesizing textures, from sim-
ple ones such as tiling and stochastic generators to the more so-
phisticated example-based and non-parametric. The latter methods

comprise pixel-based approaches [EL99], [WL00], patch-based
techniques [EF01], [KSE∗03] and optimization-based methods
[KEBK05]. The most remarkable results have been accomplished
by using deep learning techniques such as [GEB15] which is a fun-
damental work that many recent approaches have relied on. How-
ever, in real world applications there is an additional need for creat-
ing larger resolution textures. To this end, efficient expanding tech-
niques such as [ZZB∗18] and the self-tuning [KNL∗15] have been
developed.

3. Deep Expansion

Given an example texture [GEB15] used a deep learning process to
generate an image matching features of the input. We introduce a
novel method that is inspired by the aforementioned approach but
it aims at producing synthesized textures of different sizes.

We have employed a VGG-19 [SZ14] pretrained network for our
two separate CNN instances and gradient descent optimization to
train our model. The two networks are fed with an example terrain
texture and a noise image, respectively. In every layer a computa-
tion of a feature representation of the two textures occurs by using
Gram Matrices (or Gramians). Each layer l has N f filters each of
vectorized size S f . The correlations among the activations F l

i j of a
general feature map matrix F l ∈ RN f×S f can be represented by a
Gramian Gl

i j = ∑k F l
ikF l

jk. The layer loss that contributes to the to-
tal loss function with a significance value wl is computed as mean
squared displacement of the network Gramians and the total loss

function is defined as Ltotal(I
L, IR) = ∑
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Our model advances the work of [GEB15] by exploiting the key
observation that a Gramian of every layer is only dependent on the
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Figure 2: Texture Synthesis work-flow.

number of filters and not on the input size. Therefore, we utilize
CNNs with identical structure and different filter sizes as shown in
Fig.2. By doing so, our approach is able to handle two different res-
olution textures as input. As a consequence, our model extends the
previous work and can generate either smaller or larger synthesized
terrain textures.

4. Results & Future Work

We have developed our method in Caffe framework [JSD∗14]. Our
experiments have been run on a PC equipped with a NVIDIA
GTX 1050 Ti GPU with 4GB memory. We train our model with
256× 256 images to generate the new 512× 512 ones for 2000 it-
erations. We used both satellite images and texture images that can
be applied to any terrain. The average execution time of our model
implementation was 5000 secs (≈ 1 hour and 20 minutes). The
results† of Fig.3 demonstrate that our model captures and trans-
fers image features efficiently from a smaller feature space to a
greater one and vice versa. The uniform expansion of terrain tex-
tures demonstrates that our model is capable of producing high-
quality terrain textures from just one smaller exemplar.

Nevertheless, our method should be thoroughly examined via ex-
tra experiments and can be extended to creating new synthesized
tiles with no discontinuities across their placement.
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